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LIE GROUPS OF VARIABLE CROSS-SECTION CHANNEL FLOW

JAMES D. MCHARDY, ELIAS D. CLARK, JOSEPH H. SCHMIDT, AND SCOTT D. RAMSEY

ABSTRACT. This paper considers Lie groups of scaling transformations for the system of equa-
tions governing inviscid, compressible, quasi-one dimensional (quasi-1D) fluid flow in channels with
variable cross-section. We determine the coupling between the admissibility of the group transfor-
mations and the equation of state (EOS) model used to close the system as well as the spatial and
temporal dependence of the channel cross-section. The results presented extend prior group analysis
performed in Ovsiannikov [32] and Boyd et al. [8] on the equations of gas dynamics for 1D flow. In
the context of channel flow, the analysis in Ovsiannikov [32] and Boyd et al. [8] is only applicable
for a very limited scope of channels, namely for channels possessing planar, cylindrical and spherical
symmetry where the flow is truly 1D. To illustrate the extension achieved using the quasi-1D model,
we consider the classical Noh problem set up in a channel with a variable area cross-section. First,
a new set of canonical variables are derived using the admissible scaling transformations. Then, by
re-expressing the governing equations of motion in terms of the new variables, a solvable system of
ordinary differential equations (ODEs) is acquired. The resulting explicit solutions of the problem
extend the previous results of Ramsey et al. [33] to solutions of the Noh problem for quasi-1D flow.

1. INTRODUCTION

Prior to the widespread implementation of computational fluid dynamics codes to aid in the
understanding and prediction of the evolution of phenomena in fluid flow, reliance on approximate
or exact solutions to simple models was paramount. In modern fluid dynamics, such solutions are
still of great interest and importance, usually not because of their accuracy, but because they provide
a benchmark to test the complex numerical methods against. For compressible fluids, smooth, one-
dimensional flow is modelled using the equations of motion pertaining to mass, momentum and
energy conservation of a control volume. In a few special cases, namely flows possessing planar,
cylindrical and spherical symmetry, the fluid motion can be prescribed exactly using equations
possessing only one spatial coordinate. In the context of fluid flow in channels, these special cases
correspond to flow in constant cross-sectional area channels, wedge shaped channels and conical
channels, respectively. In the latter two cases, the cross-sectional areas exhibit linear and quadratic
spatial dependence, respectively.

Thanks to the work of Bernoulli [4,5], the dynamics of additional and more complex multi-
dimensional flow in channels may also be prescribed, if only approximately, using just one spatial
dimension. This extension is achieved by generalising the dependence of the channel cross section
on space and time while assuming the state of the flow remains uniform over the cross-section.
Fluid flow successfully described in this manner is referred to as quasi-one dimensional (quasi-1D).

Although the quasi-1D approximation has limitations, use of the model is applicable to a variety
of problems. For example, it is effective in cases where the streamlines of multi-dimensional flows
are known apriori and the flow between the streamlines can be modelled using a streamtube with
slowly varying cross-sectional area. Alternatively, as discussed in Thompson [41, p.202], it is useful
for understanding acoustic wave propagation in non-uniform media, i.e., media with variations
in material properties such as temperature, energy or density like those found in atmospheric
or oceanic problems involving stratified flow fields. Such acoustic propagation problems can be
analyzed using the methods of geometric acoustics which involves the construction of ray tubes.
Along the ray tubes the quasi-1D model serves as a good approximation.
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Furthermore, explicit solutions to simple problems involving the evolution of shockwaves in
channels can also be derived within the quasi-1D approximation. Real world applications coupled
to shockwave phenomena in channels include the design of underground mining or explosive storage
tunnel networks (e.g., safety depends on effective shockwave attenuation) [17,18,43], the design of
gas turbines and jet engines [23,38], the design of exhaust systems connected to combustion engines
and finally the ballistic science of firearms [16]. Rudinger [35] gives many additional examples in
his book on schemes for the numerical simulation of non-steady channel flow. Given the endless
possibilities for channel configurations, the phenomenology and dynamics of shockwaves in channels
can be incredibly complex. Heilig [21] provides many visually illustrative experimental examples.
For such complex problems, reliance on numerical simulation is often essential.

Verification of computational fluid dynamics solvers often involves checking the ability of the
solver to accurately compute the solutions to a series of test problems for which explicit solutions
have been found. The solutions to simple problems derived within the quasi-1D approximation may
serve as the basis for a series of test problems. Although this may sound straight forward, obtaining
explicit solutions is often extremely challenging because of the difficulty associated with solving the
non-linear system of partial differential equations (PDEs) governing fluid flow. Within the context
of shockwaves in channels, Chester [10,11], Chisnell [12] and Whitham [42] discuss approximate,
yet explicit, solutions for channels with discontinuous cross-sectional area changes and Guderley
[19] presents iterative solution techniques relying on the method of characteristics for channels of
variable cross-sectional area. A finite number of explicit solutions have also been obtained for the
special planar, cylindrical and spherical geometry cases where the flow is exactly 1D. Examples
include the Sedov-Taylor-von Neuman point explosion solution [6, 24, 36, 39, 40], the converging
Guderley solution [20] and the Noh solution [29]. These example solutions are self-similar in nature
and can be derived using dimensional arguments to identify a similarity variable which is then
used to simplify the system of equations. Alternatively, these solutions can be derived within
the structured framework associated with symmetry analysis (or Lie group analysis). Hutchens
[22], Ramsey [34], and Axford [3] and Ramsey et al. [33], provide examples of this for the Sedov,
Guderley, and Noh problems, respectively.

Special solutions known as group-invariant solutions are obtained upon the application of symme-
try analysis methods [31, Chapter 3]. Contained within the broad class of group-invariant solutions
are solutions of the self-similar kind derivable using dimensional analysis which correspond to scal-
ing (stretching) group transformations. In this paper, Lie groups of scaling transformations of the
system of non-linear partial differential equations (PDEs) governing quasi-1D, compressible, invis-
cid flow through channels with variable cross-sectional area are investigated. From the analysis, the
admissibility of the transformations is coupled to the form of the cross-sectional area and the EOS
closing the system. In terms of scaling transformations, this work generalizes the results of Ovsian-
nikov [32] and Boyd et al. [8] which previously connected the EOS to the admissible symmetries
of the 1D equations of compressible gas dynamics.

The structure of the paper is as follows. In Section 2, the model system of equations governing
quasi-1D fluid flow through a channel is introduced. A detailed derivation of the system is provided
in Appendix A. Section 3 then outlines the symmetry analysis method applied to the equations.
This includes the specification of a system of determining equations which in turn define a crite-
rion for identifying admissible symmetry transformations. A worked example solution for the first
determining equation, constructed using mass conservation, is provided in Appendix C. Following
this, the analysis focuses on a subgroup of scaling transformations and restrictions on the possible
cross-sectional area function and the EOS model for the attainment of scaling solutions are dis-
cussed. At the end of Section 3, the governing system is simplified through the method of symmetry
reduction and in Section 4 a solution to the classical Noh problem is determined by solving the
reduced system subject to a particular function for the channel cross-section.
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2. CONSERVATION EQUATIONS FOR CHANNEL FLOW

The following system of PDEs provides a simplistic model governing quasi-1D, unsteady, ideal,
fluid flow through a channel in the absence of body forces

9 0
0 9 _0A
e (pAu) + (pAu —i—pA) = p@r’ (2.1b)
0 pAu? 0 A 04
5% <pAe + ) + I < > =Py (2.1c)

where “ideal” refers to the neglect of heat conduction and viscous effects, and r,t, p, u,p, e, and
A denote the spatial position along the channel, time, density, velocity, pressure, specific internal
energy, and the cross-sectional area of the channel, respectively. Each equation in System (2.1) is
derived by accounting for the change in mass, momentum and total energy, respectively within a
time varying control volume such as the one pictured in Figure 1. A derivation of the equations is
provided in Appendix A.
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Ficure 1. Flow though a control volume in a channel

As written, System (2.1) is comprised of three equations with five unknown variables and is
therefore underdetermined. In order to close the system, specification of an auxiliary function
describing the evolution of the cross-sectional area in space and time, A := A(r,t), as well as a
material EOS relating specific internal energy to density and pressure, e := e(p, p), are required. In
the subsequent discussion, the auxiliary functions are left unspecified for as long as possible. Only
in the worked example section, Section 4, are particular models specified for the cross-section and
EOS ensuring the general results of Section 3 are applicable to a variety of problems.

The equations in System (2.1) are presented in conservative form. The non-conservative form of
the momentum balance equation

10p Ou au B

commonly appearing in fluid mechanics texts [25,41] is recovered from Equation (2.1b) by expansion
of the partial derivatives using the chain rule, factoring out the continuity equation wherever
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possible and simplifying. Similarly, it can be shown that Equation (2.1c) representing energy
balance is equivalent to a statement of isentropic flow

ds
— =0 2.3
by (2.3
where we use s to denote the specific entropy, d(x)/dt for the total derivative
dg(r.t) _ 9g(rt)  drOg(rt)
at ot dt  or

and g(r,t) is an arbitrary function of space and time. This is not to be confused with homentropic
flow for which

(2.4)

o =Vs=0. (2.5)

The specific entropy is related to specific internal energy, pressure and density using the Gibbs
equation

de = Tds + L.dp. (2.6)
p

The equivalence of Equations (2.1c) and (2.3) is to be expected because no mechanisms to facilitate
entropy increase have been incorporated in the model. Details of the equivalence can be found in
Appendix B.

3. SYMMETRY ANALYSIS

Having introduced the system of governing equations in the previous section, we proceed to apply
symmetry analysis, also widely known as Lie group analysis, to study the system. Typically, the
application of symmetry analysis results in the attainment of special types of solutions satisfying
the system of governing equations. These solutions possess certain properties related to the notion
of symmetry. More precisely, the action of the particular group of transformations used to construct
the special solutions leaves the solutions unchanged. As a result, we aptly refer to these solutions
as group-invariant solutions.

The general solution technique is comprised of a number of steps. First, we determine the Lie
groups of point transformations admitted by the governing system of equations. A systematic
approach exists for this purpose and is outlined in the subsequent discussion. Once determined,
the transformations are identifiable with a differential operator, V, known as the infinitesimal
group generator. Using V', a characteristic system is composed from which a new set of variables
is constructed. The new variables correspond to the constants of integration appearing in the
solutions of the characteristic system and therefore amount to some combination of the original
variables. Next, through application of the chain rule and direct substitution, the governing system
can be re-expressed solely in terms of the new co-ordinates. For a system of PDEs which admit
a one-parameter group of transformations, the number of new variables required to describe the
system evolution is typically one fewer than the number of original variables. If a reduction occurs
in the number of independent variables, a simplification of the system is achieved. For example, for
a system of first-order partial differential equations with two independent variables, such as System
(2.1), symmetry analysis facilitates the reduction to a system of ordinary differential equations
that we can solve either explicitly or numerically. The numerical approach required for a system
of ODEs is far simpler than that needed to solve the original PDEs. Once obtained, a solution to
the reduced system is then mapped into a solution of the original system.

Symmetry analysis methods were originally conceived by Sophus Lie [26] in the late 19th century.
Further development of the subject and presentation of its key concepts can be found in the work of
others such as Ovsiannikov [32] and Olver [31]. Both of these texts present advanced treatments of
the subject. For initial exposure, Bluman and Anco [7], Stephani [37] and Logan [27] are excellent
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references. Additionally, a primer by Albright et. al [2] has been written to make these more in
depth texts easily accessible to the reader.

3.1. Lie groups of point transformations and the infinitesimal group generator. The
aim in this section is to introduce the type of symmetry groups focused on in this paper, define a
criterion for the admissibility of the groups based on the system of equations being considered and
show how this criterion relates to the infinitesimal group generator, V.

As defined in Olver [31, p.93], a symmetry group is a local group of transformations, G, acting
on the space comprised of the independent and dependent variables for which the action of a group
element, g, maps a solution of the system, y = f(z), to a new solution, y = ¥(g, f(z)), where
¥ denotes a smooth mapping from an open subset, I, to the smooth manifold, M, ¥ : U/ — M.
Identifying a symmetry group first requires interpreting the governing equations as functions with
dependence on the vectors x, y, and z denoting the independent variables, the dependent variables,
and the partial derivatives, respectively

Fo.(z,y,z) =0, n=1...N. (3.1)
The vectors z, y and z have components

i 0y

z, Y, 4= G i=1,...,I, j=1,...,J (3.2)
For the channel flow system, in this notation,
T =71, T2=1, (3.3)
v'=p v=u Y=o, (3.4)
21 = pr, 2y =pr, 2 =Up, 22 =y, 2 =Dpr, 25 =pi, (3.5)

N = 3 and the subscripts denote the partial derivative with respect to the indicated argument.
Next, by the definition of a symmetry group, if the point [z,y, z] is a solution to the System (3.1),
and if g € G, the transformed point, [Z,7, Z], is also a solution where

Consequently, symmetry groups can be identified with transformations that leave the functions Fj,
invariant, i.e.,

F.(z,y,2) =0= F,(Z,7, %), n=1,...,N. (3.7)

In this paper, we consider symmetry groups known as local Lie groups of point transformations.
Such transformations are of the form

B = xj+ enj(z,y) + O(e?), (3.8)
J' =y + e’ (z,y) + O(e%), (3.9)
Z =zt + e(j(@,y,2) + O(€), (3.10)

where the n; and #' may be functions of z and y and the {; can be functions of z, y and z. These
transformations are smoothly parameterized by ¢ and we assume that locally each of the series
on the right hand side (r.h.s) converges. It should be clear that the identity transformations are
defined at € = 0,

Eilo=m5  Tl_y=v, Fl_, =7 (3.11)

At € = 0, the functions F;, are invariant under transformations of the kind defined by Equations
(3.8) — (3.10) and Equation (3.7) is satisfied. However, we also require Equation (3.7) to hold locally
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around the identity as the value of € is varied. To determine their local behaviour, the functions
F,(z,7, 2) are expanded as Taylor series around € = 0,

an ~7 ~7 z
Ex@gj):fw@y¢)+esiyz) + 0. (3.12)
e=0
For Equation (3.7) to be satisfied, we require
dFy,(Z,9,2
¢ @00 o2y, (3.13)
de =0

Applying the chain rule,

d o i 8Fn
&Fn(m,y,z) Zm x y —i—Z(b 8 =+ Z Cj z,y, 2 8 = (3.14)
1,j=1 j
(v+ vt >) Fu(z,y,2) (3.15)
= prMVE, (2,9, 2), n=1,...,N, (3.16)
where
i 0
V= mey +Z¢xy chxy, R (3.17)
,j=1
and
prDV =v 4+ v, (3.18)
The higher order terms appearing in Equation (3.12) can be expressed in the form
€ e
Epr(l)V(pr(l)VFn) + gpr(l)VZ(pr(l)VFn) +o (3.19)
As a result, it is sufficient to conclude that if
pr(l)VFn(x,y, 2) P 0, (3.20)

then Equation (3.13) is satisfied and by extension so is Equation (3.7). Equation (3.20) defines
the criterion for infinitesimal invariance and therefore transformations derived from this condition
locally leave the equations of the system studied invariant.

The differential operator, V', defined in Equation (3.17), is the infinitesimal group generator and
acts on the space of independent and dependent variables. Key components of this generator are
the coefficients 7;(z,y) and ¢'(z,y), subsequently referred to as the independent and dependent
co-ordinate functions, respectively. Together the infinitesimal group generator and V() combine
to form the first-order prolongation of the group generator denoted pr()V. The superscript (1)
corresponds to the order of the prolongation which typically reflects the highest order partial
derivatives appearing in the governing system. Only the prolongation to first order is required to
analyse the system of channel flow equations.

The prolongation of the group generator appears in the criterion for infinitesimal invariance, as
opposed to just V', as a consequence of treating the differential equations of the system as functions
of the derivatives as well as the independent and dependent variables. The operator V() extends
the action of V' to the larger space composed of the independent variables, dependent variables and
partial derivatives. The functions Cji»(a:,y, z) appearing in V(1) preserve the relationship between
the independent and dependent variables, and the partial derivatives when the partial derivatives
are included as additional variables. The QJZ: (x,y, z) are related to n; and ¢" using the prolongation
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formula. For more information on the prolongation formula see [2,7,31]. To first order, the CJZ: are
given by
D00 N 09
b
C](a: Y, 2) = + Z Za— Z a—ylz}czé (3.21)
= k=1
Combined with Equation (3.21), Equatlons (3.20) define a set of determining equations that
must be solved to determine the co-ordinate functions n; and ¢'. The full symmetry group is
determined from the general solution to these equations. However, for the purposes of this paper,
the focus is instead restricted to a search for a subgroup of scaling transformations. These scaling
transformations are discussed in the following section.

3.2. Scaling transformations. For the remainder of this paper, the point transformations con-
sidered are scaling transformations of the form

7= ey, t = e, (3.22)

p=e"p, = e™u, p=e%p, (3.23)

where the a,, are real numbers known as the group parameters. The transformations of the inde-
pendent and dependent variables given by Equations (3.22) and (3.23), respectively correspond to
the group generator

aie

V= alrg +a2t§ —i—agpaa —i-a4u(9 +a5p8p (3.24)
which has co-ordinate functions
m = axr, ne = ast, (3.25)
o' = asp, #? = aqu, 3 = asp. (3.26)
Using Equation (3.21), the first order prolongation is
r(l)V—ar£+ata+a 8—l—au +a 2
p 1 or 2 ot 3P8 4 9u 5P8p
+ (a3 — al)praapr + (a3 — a2)pt88pt + (a4 — a1)urair
+(as—a )ui—i—(a —ay) i—|—(a — az) 9 (3.27)
4 2)Ut Dy 5 1)Pr o, 5 2)Pt Opr .

3.3. Scaling parameter, cross-sectional area and EOS constraints. By solving the system
of determining equations, Equations (3.20), (comprised of System (2.1) and the generator given
by Equation (3.27)) it can be determined that the values of the group parameters cannot be set
completely arbitrarily. We find the following relationships must be imposed

a4 = ap — ay, (3.28)
as = 2(@1 — a2) + as. (3.29)

An example of solving the determining equation using the continuity equation is given in Appendix
C. This result was verified using Symgrp, an open source computational symmetry analysis package
developed for Maxima [1,9]. The constraints in Equations (3.28) and (3.29) simply amount to
requiring dimensional consistency between the variables as they are scaled. For example, scaling in
the variables r and ¢ by factors e®€ and e®2€ respectively must be accompanied by a scaling in the
velocity given by e4€ = %1€ /e%2¢ = elar—az)e,

Aside from the constraints of Equations (3.28) and (3.29), the admissibility of particular sym-
metry transformations is also contingent on the cross-sectional area of the duct as a function of
space and time, A(r,t), in addition to the choice of specific internal energy function, e(p, p), acting
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as the EOS. The following differential equations stem from the determining system and must be
satisfied

ay(rAA,, — 1A%+ AA,) + ag(tAA, —tAAy) =0, (3.30)
al(rAATt - T‘ATAt) + ag(tAAtt - tAt2 + AAt) == 0, (331)

az (°p(epepp — €ppep) — Poepp — P eppep — Pey + P epeop — ppEpp)
+2az (0*pleppep — epepp) + Poep — pPepep)
+2a1 (p°plepepp — eppep) = Plepp + pPepey) =0, (3.32)
where the subscripts again denote partial differentiation with respect to the indicated argument. In

the following section, we consider some cross-sectional area and EOS models that are compatible
with these constraints.

3.4. Cross-sectional area and EOS models. In the previous, Equations (3.30), (3.31) and
(3.32) were found from the system of determining equations. Based on the values of the group
parameters, these constraints restrict the admissible models for the cross-sectional area function
and the EOS that permit scaling symmetries. In the subsequent discussion, some combinations of
the area function, EOS and group parameter values that satisfy the constraints are presented. First,

the case of a time independent area function is considered, A := A(r). Consequently, Equation
(3.31) is satisfied and Equation (3.30) reduces to
a1 (rAA,, —rA% 4+ AA,) = 0. (3.33)

If a1 is equal to zero, this equality is satisfied for any cross-section. Alternatively, assuming a; # 0,
the most general solution for the area function is given by

A =cr®, (3.34)

where ¢ and ¢ are arbitrary constants. In the select cases where ¢y takes discrete values of 0,1 or
2, substituting this area function into System (2.1) recovers the equations governing motion in the
exact planar, cylindrical and spherical geometry cases, respectively. For example, coupled with the
ideal gas EOS, this cross-sectional area function gives equations analogous to those considered by
Guderley in his study of a converging shockwave in curvilinear geometries [20,34]. Equation (3.34)
informs us about the time independent, geometrical nature of the region bounding scale invariant
fluid flow. It also illustrates the generalization achieved through use of the quasi-1D model which
generalises the constants ¢; and ¢y to a continuous set of values.

Next, by including time dependence in the area function, Equations (3.30) and (3.31) become
far more challenging to solve. A general solution is not provided in this case. Instead, only some
possibilities along with the corresponding values of the constants a; and as necessary for symmetry
existence are discussed. The first possibility is given by

A= cr?ts, (3.35)

where c1, co and c3 are constants. This particular example does not require any further constraints
imposed between a; and as. However, we could consider adding an additional constant ¢4 to obtain

A =172t + ¢4 (3.36)
In this case, assuming c¢; and c4 are non-zero, it is also required that
aico + ascy =0, (3.37)

and therefore the choice of constants co and c3 determine the relationship between aq and as or vice
versa. Another solution for the area function satisfying Equations (3.30) and (3.31), determined
by inspection is

A =17 + e3t®. (3.38)
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This solution requires the values for a; and as to be equal. In Section 4, this particular cross-
sectional function will be applied to determine a solution to the example problem considered.

In addition to a function describing the cross-sectional area, solving example problems requires
the prescription of an EOS. The most simplistic of these, satisfying Equation (3.32) without de-
manding constraints on the group parameters is the ideal gas EOS

_r
(y=1p’
where v denotes the adiabatic parameter. Alternatively, by inspection, if a3 = 0 and a1 = a9,

Equation (3.32) is satisfied for any EOS. Note that this coinsides with the values of the group
parameters required for the cross-section given by Equation (3.38).

e =

(3.39)

3.5. Symmetry reduction of the duct flow equations. Now that the constraints on the infin-
itesimal group generator have been discussed, the characteristic system corresponding to the group
generator in Equation (3.24) is solved to construct new variables. The new variables are used to
re-express the channel flow equations. Subject to the constraints of Equations (3.28) and (3.29),
the characteristic system is given by

dr dt dp du dp

= = = = . 3.40
air ast azp (a1 —a2)u  [2(a; —a2) +as]p (3.40)

Solving the equality consisting of the first two members of Equation (3.40), under the assumption
a1 # 0, we obtain

ra2/an — ct, (3.41)
where c¢ is the constant of integration. Rearranging and relabelling ¢ using &
,r.a2/a1

£=——ru. (3.42)

The new variable £ is therefore a constant contingent on the initial values of r and ¢ and on the
parameters a1 and ao. It will subsequently be referred to as the independent similarity variable.
Similarly, from the equalities consisting of the first and third, first and fourth and first and fifth
members of Equation (3.40) we find

p=pEre* = pE)r®, (3.43)
u = a(€)rim=m/a = g(e)r, (3.44)
p= ﬁ(&)r[Z(a1*a2)+a3]/a1 _ ﬁ(f)r251+52, (3_45)

where p, 4 and p are integration constants and a re-parameterization has been made using d; =
(a1 — a2)/a1 and 93 = as/a;. The integration constants appearing in Equations (3.43) — (3.45)
are considered to be arbitrary functions of the similarity variable and constitute the new set of
dependent variables. The exact dependance of each on £ must be determined.

Substituting Equations (3.43)—(3.45) into Equations (2.1) and noting that, by the chain rule, the
partial derivatives of a function f (£) can be expressed as

Of(€)  0€0f(&) azr=/maf(¢) £0f (8
or ~or 0f —a o oe ~ T Tae (3.46)
0f(&) 0€af(e)  r/mafe)  €0f(©) (3.47)

o ot o¢ 2 9¢  t o
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the system of channel flow equations becomes

Al

d(pa)

+7’ r{((51+52)pu+(1 (51) o€

}] + Agtp+ Atr®ipi =0, (3.48)

op 0
f(%—i—tr {51ﬁa2+(261+62)13 (1= d)eg +01 51)5"“32}:0’ (3.49)

~

r‘sl:{ﬁﬁ (epr251+62 ((251 + 69)p+ (1 — (51)§§§> +eprd ((52p +(1— 51)522))

+ 720 (( 51)§p a€ + (51pu> } 25 {epr%ﬁ&zf B¢ + €€ S}]

+ At P+ Aptr3ipa =0, (3.50)

A

For further details on the derivation of these equations, see Appendix D. Specification of the
functions A(r,t) and e(p, p) are required to fully reduce the system and hence express the equations
entirely in terms of the new variables.

4. EXAMPLE - THE NOH PROBLEM

First introduced by W. F. Noh in 1987 [29], the “Noh problem” is used to test and verify the
accuracy of hydro-codes. This test problem has many benefits: it is straightforward to initialize,
has a simple closed-form solution for an ideal gas, and provides numerous phenomena to test, in-
cluding wall-heating effects and system asymmetries. In the following discussion, the problem setup
is defined and the compatibility of the initial conditions of the problem with the symmetry trans-
formations discussed in Section 3 are considered once again via the infinitesimal group generator.
Additionally, a cross-sectional area function is specified and a solution is obtained which concurs
with previous work in the literature.

4.1. Problem definition. In this test problem, a fluid of spatially uniform initial density pg =
p(r,t = 0) flows at a constant initial velocity ug = u(r,t = 0) into a rigid wall located at r = 0.
The resulting discontinuity in the fluid velocity at impact sends a shockwave back upstream into
the incoming fluid behind which the flow is assumed to stagnate. The problem setup at time t =0
is shown in Figure 2 for a conically shaped channel.

At some subsequent time ¢ > 0, the shock wave has travelled a finite distance into the incoming
fluid. The problem is therefore separated into two regions: shocked and unshocked, denoted « and
[ respectively. The regions are displayed in Figure 3. The system of channel flow equations assume
the flow is smooth and are therefore only applicable in the regions on either side of the discontinuous
shockwave. Consequently, solutions in the regions a and 8 are determined independently of one
another. In order to stitch the solutions together and account for the discontinuous change in fluid
variables across the shockwave, we rely upon the Rankine-Hugoniot jump conditions [15, Chap. 16]

pi_D—ua

- : 41
Pa D —ug ( )
P — Pa = pa(u,B —Ua)(D — ua)a (4'2)
ppuUp — Palla 1 2 2

e — (w2 — 4.3
66 ea pa(D _ ua) 2 (UB uOé) ( )

In Equations (4.1) — (4.3), D denotes the shock front velocity

drs

D=— 44
e (44)

where the position of the shockwave is denoted r4(t). At t =0, rs(t =0) = 0.
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Y
y=f(r)=r
U
7":0 T pg

F1GURE 2. Noh problem setup at ¢t = 0 in a conical channel.

4.2. Auxiliary conditions and the group generator. The first step to solving this problem
using symmetry methods is to determine the admissible values for the group parameters permitted
under the auxiliary conditions of the Noh problem. First, the initial conditions Fy = 0 and F5 =0
must satisfy Equation (3.20) where

F4 =U—Uuyg = 0, (4.5)
F5 =p—pPo= 07
and ug and pg are constants. Substituting Equation (4.5) into Equation (3.20)

prV (u —ug)|,_y, =0, (4.7)
which leads to
aqul,_,, = asug = (a1 — az)ug = 0, (4.8)
and therefore
a; = a, (4.9)

for a non-trivial initial velocity. Repeating for Equation (4.6)

prVV (p - Po)| =ty = @30l p—py =0, (4.10)

and therefore
a3z = 0 (4.11)
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Y

rs(t)

Uy =0

Ug

Region o« | Region 8

FiGURE 3. The Noh problem at ¢t > 0 in a conical channel.

for a non-trivial initial density. Under these restrictions, the infinitesimal group generator simply
consists of a scaling in space and time

0 0

%%h=r5;+5%. (4.12)

Ensuring that Equations (4.1) — (4.3) also satisfy Equation (3.20) further requires the shock velocity
to be constant

D = constant. (4.13)

By Equation (3.42) the restrictions from the auxiliary equations yield the similarity variable
&= -. (4.14)

Similarly, by inspection of Equations (3.43) — (3.45), the density, velocity and pressure are simply
unknown functions of &

p= ﬁ(f)’ (4'15)
u=0(£), (4.16)
p=p(&), (4.17)
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and the reduced channel flow system, Equations (3.48) — (3.50), becomes

IR I
A [ o€ + € + Aitp+ Aptpa = 0, (4.18)
oa 0p .. 06
—508*5 + o€ +PU6*§ =0, (4.19)
. (.0p Op . (.0p L Op N . L
A {pep <u8§ {(%) + pep (uﬁf {—(% +p78§ + Aitp + A tpa = 0. (4.20)

4.3. A cross-sectional area function and the isentropic bulk modulus. In order to further
progress towards a solution, a function for the area A := A(r,t) must be specified. In Section 3.1
it was determined that an area function of the form given by Equation (3.38) requires a; = ag,
thus this choice is compatible with the initial conditions of the Noh problem. Substituting A =
c17°? + 3t and therefore A, = cicor®~! and Ay = cacst®~! into Equations (4.18) — (4.20)

R . A af . coc3 + 0162562_111
—&p +ap’ +p <u’ + T =0, (4.21)
VPOV
—&§U + ud’ + e 0, (4.22)
NP . N . (., a3+ cicé T
pes (ap' — €p') + pey (ap' — &p') +p (u’ e e =0, (4.23)

where the primes denote differentiation with respect to £ and we have assumed c¢; # 0. Next,
dividing Equation (4.23) through by pe; gives

N 1 o . P (., cac3+ i€
—&p '+ — ey (up =€)+ = (@ =0. 4.24
vl e o —e) + (i + 2R (120

From Equation (4.21)

co—1p
,&pA/ _ é.la/ _ _[A) <'ll/ + coc3 + CICQ§ U> )

c1E° + c3
Substituting this result into Equation (4.24) and rearranging gives
g, L (D . T R e S
iy = (£ _ pes ! =0. 4.25
Ep' +up + - </3 pep) <u + P (4.25)
Identifying the coefficient of the third term as being equivalent to the isentropic bulk modulus K
1
K=—p2—— <p - p6p> : (4.26)
Sp €p \P

where s denotes the entropy as a function of density and pressure s := s(p, p), (see Axford [3, p. 2,
eq. 7] for details) we arrive at the following reduced system of channel flow equations

g C2c3t €M
- =0 4.27
&'+ ap +p<U+ aE 1t o ; (4.27)
N
—et/ +ai’ + 2 =0, (4.28)
D
NI . + cre€2™la
—ep +ap + K (o + 28 = 0. 4.29
&p' 4 up’ + (u + e 1 63 (4.29)

For ¢3 = 0 and ¢y set to discrete values of 0,1 or 2, this system of equations is analogous to that
presented in Ramsey et al. [33].
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4.4. Solution in the unshocked region. Given the problem set up described in Section 4.1,
for some time ¢ > 0 the velocity of the flow into the channel remains constant and is therefore
equivalent to the initial velocity prescribed at ¢ = 0, &« = up < 0. Under this condition, the
conservation equations, Equations (4.27)—(4.29), become

A [cac3 + cread® g
— =0 4.30
(=€) + p (22T , (4.30)
A
P o, (4.31)
p
- ~ + 6162502_11/@
—&p +uop + K [ 22 —0. 4.32
9"+ uop’ + < € + o3 (4.32)
Equation (4.30) is satisfied for
. (E—u)®
P8 =V oy o (4.33)
— t Cc2
— ,/w (4.34)

€172 + c3te2’
where v is the integration constant. Applying the initial condition py = p(r,t = 0) gives
c1(r — upt)2
——— 0 #0
pﬁ = po CITC2 _.I_ 03t82, 2 # ’ (435)
P0; co = 0.

For ¢ = 0 this result again agrees with that provided in [33, Eqn. 24].
Given this result for pg, Equation (4.31) is satisfied for

pp = constant. (4.36)
Thus, the solutions to Equation (4.32) are determined by solving
co—1
K (CQC?’ + c1ca6 “O) = 0. (4.37)
c1€° + c3
Recalling the previous assumptions, ¢; # 0 and ug < 0, this equation is satisfied in two cases
K =0, or ca = 0. (4.38)
Substituting K = 0 into Equation (4.26) for the isentropic bulk modulus yields
0oée p
— = . 4.39
5% P (4.39)
Holding p as constant and integrating
. D R
et 5= f (), (4.40)
where f is an arbitrary function of its argument. Equation (4.40) is satisfied for either
ps = constant, or ég+ 1?—'8 = constant. (4.41)
Pa

Since, for the unshocked region, it was determined that the solution for the density profile, Equation
(4.35), is not constant, the first case of Equation (4.41) is ruled out. Consequently, substituting
the solution for the density and pressure profiles for the unshocked region into the latter case yields
the following equality that must be satisfied

pg (17 + c3t?)

—_—— = tant. 4.42
eg + 0 c1(r — ugh) constan (4.42)
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4.5. Solution in the shocked region. At some time ¢ > 0, the velocity of the flow in the shocked
region is zero, that is, i, = 0. Thus, Equations (4.27)—(4.29) become

C2C3

&+ p———=0 4.43
el (4.43)

i
L) (4.44)

p
e+ K28 4.45
P 182 +c3 (4.45)

Equation (4.43) is satisfied when
. £
=V— 4.46
o' V61£CQ T ( )
re

= (4.47)

14 )
c17¢? + c3t¢2

where v is the integration constant. When c3 = 0, p, = constant which agrees with the result
provided in [33].
Equation (4.44) is satisfied by

Do = constant. (4.48)
Noting this, Equation (4.45) becomes
C2C3
= 4.49
1€ + c3 (4.49)

which is satisfied when either K = 0, ca = 0 or c3 = 0. Solving the K = 0 case as before yields the
result given in Equation (4.40) which for the shocked region is satisfied for either

po = constant, éa + Z?a = constant. (4.50)
(6%

If ¢ and ¢3 are simultaneously non-zero, Equation (4.47) yields a non-constant density and therefore
the latter case in (4.50) must be satisfied.

To summarize, for curvilinear geometries, i.e., where co # 0, the Noh problem imposes constraints
on the EOS for solutions to exist. In the case of a time independent cross-sectional area, it is
necessary for the EOS to satisfy only Equation (4.42). However, by including time dependence,
i.e., c3 # 0, the latter equality in Equation (4.50) must additionally be satisfied.

4.6. A solution using the ideal gas EOS. Up to this point, the solutions in the unshocked
and shocked regions defined in Sections 4.4 and 4.5, respectively have been determined without
defining a specific EOS. For planar geometries, it was determined that no restrictions on the EOS
are required for a solution of the Noh problem to exist. However, for ¢o # 0 and depending on
the value of ¢3, either Equation (4.42) or both Equation (4.42) and the latter equality in Equation
(4.50) must be satisfied. For simplicity and example purposes, the following discussion provides
a solution pertaining to the ideal gas EOS since it supports the existence of a Noh solution in all
geometries. Solutions to the Noh problem for a variety of EOS models including the ideal gas case
have previously been presented by Axford [3] and generalized by Ramsey et al. [33]. By modelling
the fluid flow using the quasi-1D model, further generalization of these results has been achieved
including the addition of time dependent behavior for the cross-section and extension of the channel
geometries considered.
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4.6.1. K # 0. First, the case where the isentropic bulk modulus K # 0 is explored. By inspection
of Equation (4.37), in order for the energy equation to be satisfied in the unshocked region, we
require co = 0. Under this restriction, the energy equation in the shocked region is simultaneously
satisfied for non-zero K and by Equation (4.35) the density in the unshocked region is constant

PB = Po- (4.51)
Combining the constant unshocked density with the velocities in the shocked and unshocked regions
and the ideal gas EOS

uq =0, ug = ug, e(p,p) = ————, (4.52)
" ’ (v —1)p
the jump conditions reduce to
U
pa=po(1-F). (4.53)
ps — Pa = po(D — ug)uo, (4.54)
psUo Lo g Pa
€g—€q = ———— — —Uj = — : (4.55)
T D) 20T (=D (= Dpa

Solving for the shockwave velocity and then back substituting into Equations (4.53) and (4.54), the
solution is

ug(y — 3) ppy | ug(y+1)?
D—_ psYy - 4.56
T Ve T 1 (4.56)
pa=po |1+ e | (4.57)
u(y—3) @+UO(7+1)
4 £0o 16
up(y + 1 pgy | ug(y+1)?
Pa = P3 — potio —0(74 )4 \/5 TRl (4.58)
Po 16

4.6.2. K = 0. Next, the case where K = 0 is considered which, by inspection of Equations (4.37)
and (4.49), allows for arbitrary values of ¢ and c3. For the subcase K = ¢3 = 0, Equation (4.50)
is satisfied since p, = constant. However, for the unshocked region, pg # constant. Therefore if
K =0, the EOS must satisfy Equation (4.42). For the ideal gas EOS, this leads to

Cc2
Ps T = constant, (4.59)
(v =1po \ 7 — uot

which requires pg = 0. Rearranging Equation (4.2) for the shock velocity and substituting pg = 0
yields

Pa

U0 Po ‘
Since pq, ug and p, are all constant, D must also be constant. Given this result and Equation (4.4)
we can integrate with respect to time to obtain

t t
/Ddt:/ drs(t) 4, (4.61)

Dt = ry(t) — 15(0), (4.62)
= ry(t). (4.63)

D=—-

(4.60)

which results in
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This relationship defines the spatial coordinate r in terms of the shock velocity and time

rs = Dt. (4.64)
Next, by the following equalities
T uot \
pﬁzoa f:Da uOé:O7 Uﬁ:O, PB:PO<1_;)> )
the jump equations become
ug \ c2+1
pa=p(1-5)" . (4.65)
Pa = —paDuo, (4.66)
1 2 DPa
eg —€eq = —Uj = ————. 4.67
g ¢ 2 0 ('7 - 1)/)& ( )

Again, solving for the shock velocity and back substituting into Equations (4.65) — (4.67) the
solution is

-1
D= —“0(72), (4.68)
’Y+ 1 co+1
Po. = PO <’Y_1) ) (4.69)
y+1\PT W
L= (22 _% 4.70
P pO(v—l) 2(y-1) (470)

Finally, for the case where K = 0 but c3 # 0 the density profile in the shocked region is no longer
constant unless co = 0. Therefore the latter case of Equation (4.50) must also be satisfied. For the
ideal gas, satisfying Equation (4.42) leads to the same result as before, namely pg = 0. Satisfying
Equation (4.50) however requires

__Pa

(v = Dpa
which further requires p, = 0. Substituting p, = pg = 0 into Equation (4.2) yields a zero shock
velocity D = 0. Since there is no shock generated there is no a-region created. Thus, the solution
for the shock velocity, pressure and density within the channel is simply

D =0, (4.72)

c1(r — upt)©2
m, C2 # 0 (473)

ps = 0. (4.74)

Physically, this solution corresponds to the channel walls moving at a rate in time that mitigates
the production of a shockwave.

= constant, (4.71)

ps = Po

5. CONCLUSIONS

In summary, the equations pertaining to quasi-1D channel flow were studied within the context
of symmetry analysis. As a result, we identified a coupling between the parameters determining
the scaling transformations, the cross-section of the channel and the material properties of the
fluid i.e., the EOS. Following these results, various admissible combinations of scaling parameters,
cross-sectional area functions and EOS models were discussed. In particular, for the case of a time-
independent cross-section, it was determined that the most general function for the area permitting
arbitrary values for a1 and as was given by A = ¢;7°2 where ¢; and ¢y are constants. Only if a; =0
are scaling solutions possible for more general time-independent functions for the channel cross-
section.
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By making the assumption that the channel flow was quasi-1D, the values of ¢; and ¢y appearing
in the cross-section A = c¢17°? were permitted to vary continuously while still permitting scaling
symmetry. This result is an extension of the known scaling symmetries admitted for exact 1D
flow corresponding to ca = 0,1 or 2. The symmetry analysis was then further extended by the
addition of time dependence to the channel cross-section. By applying the symmetry analysis
results, the quasi-1D Noh problem was analysed for a channel cross-section that was compatible
with the symmetry contraints imposed by the problem initial conditions. A conditional solution
was determined for an unspecified EOS. This conditional solution was subsequently evaluated to
obtain an explicit solution for the case of an ideal gas.

There are many possibilities for further extension of this work. One might involve the extension of
other existing solutions for 1D self-similar problems via the quasi-1D assumption. Examples could
be the Sedov-Taylor-von Neuman point explosion or converging Guderley problems. Solutions to
these problems were obtained using Lie groups of scaling transformations. However, previous work
by Ovsiannikov [32], and many others [2,8, 13, 14] have demonstrated that the Euler equations
governing compressible, inviscid flow admit additional symmetry transformations. Included are
translation, Galilean and projective transformations in addition to the numerous possible linear
combinations of these elementary symmetries. At present, it is unknown how the cross-section
of the channel is coupled to these additional symmetries and whether the 8 —parameter group
reported by Ovsiannikov can be extended by the additional flexibility allowed in the cross-section
for quasi-1D flow.

Further work might also extend the results given here for point symmetries to generalized sym-
metries of the kind discussed in Olver [31, Chap. 5] or even weak symmetries which are discussed
in Olver and Rosenau [30]. Generalized symmetries add a level of complexity compared to point
symmetries by allowing the transformations to depend on derivatives in addition to the independent
and dependent variables.

Alternatively, future work could pursue the case where a; = 0. In the analysis given, it was
assumed a; # 0 which restricted the channel geometries permitted. If a; = 0, a broader set of
geometries may be considered however the number of initial/boundary conditions admitted by such
a restricted group generator are limited. This in turn limits the shockwave problems that can be
addressed. Consequently, the focus of such work could be directed towards constructing shock-less
solutions similar to those given in Coggeshall [13] and McHardy et al. [28].

Lastly, other extensions of the current work could include the addition of viscosity or heat
conduction models or both to the governing equations to understand how these alter the symmetry
groups admitted.
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APPENDIX A. THE CHANNEL FLOW EQUATIONS: DERIVATION

We begin by stating the integral equations of motion for a material volume [41, Chap 1, p.32-33].
Here the material volume refers to the volume of a parcel of fluid that moves at the fluid velocity
u, undergoing deformation with no mass flux through its encompassing boundary. Consequently,
the time rate of change of mass within a material volume is zero

d

= pdV =0, Al
dt Q*(t) ( )
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where 0Q*(t) denotes the material volume surface. Next, the momentum balance is defined by
equating the time rate of change of the material volume momentum to the net sum of the body
forces plus the surface forces

d
— pudV = / pGdAV +/ Tds, (A.2)
dt Jox ) 0 a9+ (1)

body‘?orces surface forces

where G is the specific body force vector causing the material volume to accelerate and T is the
surface traction vector which is simply a surface force per unit area. For the purposes of this paper,
the effect of any viscous forces are neglected and therefore the viscous stress tensor is zero. As
a result, the only contributions to the surface traction vector enter through hydrostatic pressure
forces, i.e., the traction vector simply corresponds to the fluid pressure force acting normal to the
surface

T = —pn, (A.3)
where n is the outward surface unit normal vector. Finally, the energy balance is constructed

by relating the time rate of change of energy, E, to the energy transfer rate generated via the
mechanisms of heat and work

4 pEdV = / pG - udV + / T udS — q-ndS, (A.4)
dt Jox(r) Q*(t) 89 (1) 89+ (1)

work heat

where E = e + u%/2. The two components of the energy considered are the specific internal and
the specific kinetic energies denoted e and u?/2, respectively. In the subsequent discussion, as well
as neglecting any viscous effects, all body forces, such as gravitational forces, are also ignored.
Furthermore, the heat conduction terms in the energy equation are excluded. As a result, there
are no mechanisms included to facilitate the increase of entropy within the system. It is recognized
that these effects play a significant role near the channel walls and that the approximation will
deteriorate as the length of the channel is increased. The applicability of the analysis is therefore
restricted to reasonably short channels. For an idea of what constitutes “short” the reader is referred
to Thompson [41, Chap. 6] where frictional forces are discussed. In addition to the assumption
that the channel is “short”, the success of the model is also dependent on the channel geometry.
With the exception of the geometries corresponding to the exact cases considered in [33], the most
successful results are obtained when

da a

I <<1 and e

where a denotes a measure of the cross-sectional area, e.g. the radius of the channel, and r and C
denote the length along the channel and the radius of curvature of the channel wall, respectively.

Next, Equations (A.1) — (A.4) are applied to the control volume outlined in Figure 1. In order
to achieve this we make use of the Reynold’s transport theorem which states

d
S xav = / Nay 4 / xb - nds, (A.6)
dt Jog aq) Ot o90(t)

where y := x(r,t) is any summable, continuous function, €2(¢) denotes an arbitrary volume, b is
the velocity at which the volume is moving relative to the observer in the stationary, laboratory
reference frame and m is the outward unit normal to the surface 0€2. Applying this to Equation
(A.1) gives

<< 1, (A.5)

d 0
— pdV = / Pav + / pu - ndS = 0. (A.7)
dt QO* (t) Q* (t) 8t 89*(15)



20 J. D. MCHARDY, E. D. CLARK, J. H. SCHMIDT, AND S. D. RAMSEY

The Reynold’s transport theorem can similarly be applied to the control volume which will now
also be denoted by €2(t)

d Op
— pdV = / —dV + / pb - ndS, A8
dt Jog o) Ot 0 (4.8)

where b is now the velocity of the control volume. Next, taking the arbitrary material volume
discussed previously and matching it exactly to the control volume so that

Qt) = Q*(¢), o0(t) = 00 (t), (A.9)
Equation (A.7) can be substituted into Equation (A.8) to obtain
d
— pdV + / p(u —b)-ndS =0. (A.10)
dt Jou 80(1)
Finally, by fixing the control volume to be stationary, b = 0, this result reduces to
d
— pdV + / p(u-n)dS = 0. (A.11)
dt Jow 80(t)

mass flow in/out

The momentum and energy equations for the control volume can be found analogously. By ne-
glecting the body forces, viscosity and heat conduction, the resulting equations are

4 pudV + / pu(u-n)dsS = TdsS, (A.12)
dt Jou 29(1) o90(1)

momentum flow in/out
4 pEdV + / pE(u-n)dS = T - udS, (A.13)
dt Jou 80(1) o90(1)

—~—
energy flow in/out

A.1. Mass. Starting from the control volume continuity equation, Equation (A.11), under the
assumption that there is no fluid flux through the channel walls, i.e., the only flow into and out
of the control volume is through the permeable left and right end surface areas, 92y and 0o,
respectively, the second integral term can be expressed simply as the sum of two components

/ pu - ndS = pu - n1dS + / pu - nadS, (A.14)
a0(t) 801 (¢) 80 (1)

where n1 and ny are unit normal vectors to surfaces, 0€2; and 92s. The control volume defined
in Figure 1 has left and right surfaces corresponding to cross-sectional areas of the channel. Con-
sequently, the unit normals of these surfaces are parallel to the channel axis which points in the
direction 2. The unit normal vectors are therefore given by

n; = —1, Ny = i. (A.15)
Next, evaluating the dot products in Equation (A.14) gives
U-ny = —U;, u-ng = u;, (A.16)

where u; denotes the magnitude of the axial component of the velocity vector. Next, the flows are
approximated to be quasi-1d. This assumption enables multi-dimensional flows to be treated using
a simpler 1-d model. In real flows, the distributions of the pressure, density and magnitude of the
flow velocity components parallel to the axis of the channel vary over the channel cross sectional
area. In the quasi-1d assumption, all axial velocity components, pressures and densities assume
the mean value across the channel cross section. Any transverse components of the velocities
ensuring the flow remains in contact with the channel walls are only taken into account through



LIE GROUPS OF VARIABLE CROSS-SECTION CHANNEL FLOW 21

conservation of mass. As a result, under the quasi-1d assumption, u; corresponds to the mean
value of the axial velocity component averaged over the cross-sectional area. In the subsequent
discussion, the subscript 7 is dropped and w; is denoted simply by u. Equation (A.11) therefore
becomes

d
— pdV +/ pudS — pudS = 0. (A.17)
dt Jo 8 (t) 89 (t)

The second and third integrals appearing can be evaluated explicitly since the density and velocity
no longer vary over the cross-section giving

LT pav 4 (pua)l,, - (pud),, =0, (A18)
dt Q(t) 2 1
where 71 and 72 denote the spatial locations of the surfaces 91 and 099 respectively and A(r,t)
denotes the cross-sectional area of the channel.
Next, the remaining volume integration can be separated into integrals over the cross sectional
area function A(r,t) and the length of the control volume

d (rt) d
- v = — dSdr = — Ad A.19
at Jou p / / pdSdr = | pAdr, (A.19)

where the area integral has again been evaluated since the den51ty is assumed constant over the
cross section. Finally, substituting this result into Equation (A.18), dividing the whole equation
through by Ar and taking the limit as Ar — 0

AliglOEE Ar padr + (pUA”mAr(pUA”Tl =0 (4.20)
yields the channel flow continuity equation
0(pA) | 9(pud)
ot or
A.2. Momentum. Beginning with Equation (A.12), the channel flow momentum equation is de-
rived by following an approach similar to the derivation of the mass equation. First, the surface
traction vector is replaced using Equation (A.3)

4 pudV +/ pu(u - n)dsS = —/ pndS. (A.22)
dt Jou a0(t) o0(t)

~0. (A.21)

momentum flow in/out

Next, we only consider contributions pertaining to momentum changes in the direction 7 along the
channel axis and therefore the momentum equation becomes

4 p(i-u)dV + / pli-u)(u-n)dS = — / p(2+m)dS. (A.23)
dt Jou o90(1) o90(1)

The dot product 2-u equals u; which in the quasi-1d approximation becomes the mean value u at all
points over the cross-section. Once again, the volume integral on the left hand side of the equality
can be separated into an integral over the channel cross-section and the length of the channel

(r,t)
4 pudV = / / pudSdr —/ pAdr. (A.24)
dt Q(t) Ar

Also, as was true for the mass flow, the flow of momentum out and in only takes place through
the surface areas 0€2; and 02y, respectively. Consequently, the second integral of Equation (A.23)
is reduced to a sum of two components

/ pu(u - n)dsS = pu(w - nq)dS + / pu(u - ng)dS, (A.25)
20(t) 890 (1) 0(t)
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where n; and mo are again the unit normal vectors to the surfaces 0€2; and 029, respectively.
Evaluating the dot products as we did for the mass equation gives

/ pu(u - n)dS = pu’dsS — pu’dS (A.26)
20(t) 09 (t) 001 (1)

= (pu*A)| — (pu*A)|

T2 ry’

(A.27)

Next, we evaluate the remaining integral on the right hand side (r.h.s.) of Equation (A.23). As a
reminder, this term represents the surface forces in the 7 direction acting on the control volume. For
the case of fluid flow through a channel in the absence of viscous effects, this term amounts to the
forces imparted on the control volume by the channel walls as well as from the pressure of the fluid
on either side of the control volume. Evaluating this term requires application of Gauss’s divergence
theorem. This theorem states the flux of a vector field through a closed surface is equivalent to
the volume integral of the divergence of the vector field over the volume enclosed by the surface.
It can be represented as

7{ F.-ndS = V. FdV, (A.28)
a0(t) Q)
where F' denotes the vector field. Applying the divergence theorem to the r.h.s. integral of Equation
(A.23) gives
0
_ / p(i-n)dS = — / v-pyav = [ Pav. (A.29)
a0t Q(t) () Or
Splitting up the volume integral into integrals over the cross section and the length of the channel
gives

ro  pA(rt) ap ap
— p(2-n)dS = —/ / —dSdr = — A—dr, A.30
/89(15) ( ) rr JO or Ar or ( )

where the surface integral has again been evaluated since the pressure does not vary over the cross
section.
Using the results of Equations (A.24), (A.27) and (A.30), the momentum equation is

d 2 2 o .
T ) puAdr + (pu A)‘r2 (pu A)]r1 + N Aadr =0. (A.31)

As before, dividing through by Ar and taking the limit as Ar — 0

o 1.d (pu*A)|,, — (pu*A)| 1 Op
AI:EOEE /Ar puAdr + A + Ar s Aadr =0, (A.32)
gives
(OpAu)  (9pAu®)  Op
A—=0. A.
ot * or * or 0 (A.33)

which is equivalent to
0 (pAu) N 9 (pAu® + pA) 0A

ot or ~ P (A.34)

A.3. Energy. Starting with Equation (A.13), the volume integral is reduced to an integral over

the channel length
2

d d U
— EdV = — A —)d A.

where the total energy has also been split into specific internal and specific kinetic energy compo-
nents. Next, as was true in the mass and momentum equation derivations, the energy flow into
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and out of the control volume only occurs through the end surfaces. As such, the second integral
in Equation (A.13) is again decomposed into two components

2 2
/ pE(u-n)dS = / p <e + u) (u-mnq)dS + / p (e + u) (u-n2)dS, (A.36)
o90(1) 891 (1) 2 99 (1) 2

(el ]~ (el 5))

Lastly, the final term appearing in Equation (A.13) can be evaluated again using the divergence
theorem

(A.37)

T1

/ (T - w)dS = — / p(n - w)dS, (A.38)
20(t) 20(t)
. / (V- pu)dV, (A.39)
Q)
= — A(V - pu)dr. (A.40)
Ar

Focusing on the divergence term appearing inside of the integral, in the quasi-1d approximation,
since pressure only varies along the length of the channel, we find

A(V-pu)=A {ugf +p(V - u)] , (A.41)
which, by adding and subtracting terms, can be equivalently expressed as
_ O(pAu) 0(Au)
A(V-pu) = o P75 AV u)|. (A.42)
Next, the divergence of the velocity field is related to the material derivative of the density
_ 1Dp 1 (0p op
Veu= oDt p<8t+u8r . (A.43)
Substitution of this relationship into Equation (A.42) gives
_O(pAu) p[ 9(Au) dp , ,Op
(pAu) p [O(pAu)  Op
= —= A—]. A.45
or p ar + ot ( )

By Equation (A.21), the final term appearing in the square brackets of Equation (A.45) is equivalent

to arr and therefore

O(pAu 0A
A(V-pu) = (par) + P (A.46)

Combining the results of Equations (A.35), (A.37), (A.40) and (A.46), the energy balance equa-

tion can be written as
d u? u? u? Jd(pAu) 0A
— A — A — — [ pA — _ —_— = 0.

di Ar
(A.47)
Dividing through by Ar once again and taking the limit as Ar goes to zero
0 pAu? 0 pAu? 0A
— [ pA — | pA Au | = —p—. A .48
8t(pe—k 2>+6T<pue+ 5~ trdu Py ( )
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APPENDIX B. ISENTROPIC FLOW

Given the balance law for the energy contained within the channel control volume, it can be
shown that this equation is analogous to Equation (2.3) which states that the flow is isentropic.
First, the first and third terms in the energy equation of System (2.1) are expanded and regrouped

to obtain
Oe Oe d(pA)  O(pAu) 10(pAu?)  10pAu®  OpAu 0A
pA(aﬁ“ar)“( o "o )T T2 T Par Y
_de ma§§:0
dt
de 10(pAu?) 10pAu®  OpAu 0A
“EtT e T2 o e

Next, the second, third and fourth terms are similarly expanded and rearranged giving

de u? [O(pA)  O(pAu) ou Ou 10p O(Au)  0AY\
M&+2(8t+ or )Mw<w*%fma>”<ar aJ—Q

Vo Vo
mass =0 momentum =0

de O(Au)  0AY\
:pAcu+p< ar at)_o'

From the Equation (A.21), it can be shown
Adp  O(Au)  0A

pdt — Or ot

Substituting this result above yields
de pdp

dt  p2dt
From the Gibbs equation

de = Tds + %dp,

it is inferred

ds de pdp

at At prdt
Substituting this final result into (B.6) results in
ds
— =0.
dt

Hence the flow is isentropic.

APPENDIX C. SOLVING THE DETERMINING EQUATIONS

(B.1)

(B.2)

The constraints between the group parameters, in addition to any further restrictions required for
the admissibility of symmetry transformations can be determined by solving the set of determining
equations, Equations (3.20). For example purposes, the first prolongation of the group generator

is applied to the continuity equation appearing in System (2.1).
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C.1. Mass. Starting with the continuity equation, expanding the partial derivatives and applying
the first prolongation of the group generator specified in Equation (3.27) gives

% + apAU) = 07 (C.l)
ot or FL=0
0 = [a17 (ptAr + pAsr + prAru + pApu + pAru,),
+ ast (prAr + pAu + prAru + pAru + pAsuy) ,
+azp (At + Avu + Auy) + agu (pr A + pAy)
+ (ag — a1)pr (Au) + (a3 — a2)pe (A) + (a1 — a1)ur (pA)]| 7 =o-

At this point, the equation is factored in powers of p and the group parameters to get

Oy E
pr 1 P

1=

=0=prIV (

0= plai(rAp + rud,, + ru, A, — u,A)

+ ag(tAy + tuA,y + tu, Ay)
+ az(Ay + uA, + tu, Ay)
+ a4 (uA, + upA)]

+ [a1(per Ay + prrud, — pruA)
+ ag(pit Ay + prtudy — prA)
+ az(prud + piA)
+ asprud]. (C.2)

Next, the result must be evaluated at F}=0 which from the continuity equation can be imposed by
substituting for the density using

_ A(pt + U,Or)
A +uA, + UTA.

(C.3)

The substitution gives
0=+ (A¢ + uA, + Au,)]ar(pr Ay + prrudy, — pruA)
+ ag(pit Ay + prtudy — prA)
+ a3(prud + piA)
+ asprud],
— A(pt +upr)[a1(rApe + rudy, + rup Ay — upA)
+ ag(tAy + tuAy + tu, Ay)
+ az(As + uA, + tu, Ay)
+ ag(uA, + urA). (C.4)
For the purposes of the symmetry analysis, the velocity u can be regarded as an independent
variable. Consequently, Equation (C.4) can be treated as a polynomial in u. To be satisfied for all

u, the coefficients of the polynomial must be zero. Separating the result accordingly yields three
new PDEs

0 =a1[rAA;, —rA2 + AA] + ag[tAA, — tA. Ay, (C.5)
0 =ay[ps(rA% —rAA.) + p(rA, Ay — rAA,; — AA)]

+ aglps(tA Ay — AA, — tAAL) + pr(tAp — tAAy)]

+ aglpr AA; — piAA], (C.6)
0 =ay[u,A? — tAA + 1A Ay — aglu, A? +tAAy + AA 4+t — tAZ] — aqu, A% (C.7)



26 J. D. MCHARDY, E. D. CLARK, J. H. SCHMIDT, AND S. D. RAMSEY

Equation (C.5) corresponds to the first constraint on the cross-sectional area given by Equation
(3.30). Equation (C.7) can be further treated as a polynomial in u, leading to

al — a2 = a4, (CS)
al[TAATt — T’ATAt] + ag [tAAtt — tAt2 + AAt] =0. (Cg)
Equation (C.8) is the first constraint derived between the group parameters and Equation (C.9)

corresponds to the second constraint on the area function given by Equation (3.31). Finally,
Equation (C.6) can be treated as a polynomial in p, leading to the following two equations

al[rAz —aAA] + a2[tA A — AA, — tAA] = agAA, =0, (C.10)
al[rArAt — T’AATt - AAt] + a9 [tA% - tAAtt] + a4AAt = 0. (C]_l)

Substituting the result of Equation (C.8) then recovers the two constraints on the cross-sectional
area that have already been determined. The determining equation is therefore solved for the
continuity equation. Corresponding equations for the momentum and the energy equations are
solved analogously leading to the results of Equations (3.29) and (3.32).

APPENDIX D. SYMMETRY REDUCTION

D.1. Mass. Beginning with the continuity equation of System (2.1) and expanding out the partial
derivatives of the area function gives

dp | O(pu) _
A {8t + o + Aip+ Arpu = 0. (D.1)
Substituting Equations (3.43) and (3.44) for p and u gives
702 {A Bﬁ + 7% {1(51 + 02) i + ‘%;U)H + A+ Arrélﬁa} = 0. (D.2)
r r

Finally, dividing out the 7 factor, substituting for the partial derivatives of the functions f &)
using Equations (3.46) and (3.47), and multiplying through by ¢ gives the expression presented in
Equation (3.48).

D.2. Momentum. Similarly, expanding the momentum equation from System (2.1) yields

dpw)  O(p?) _ Op :
A[ 5 5 +87“ + Aipu + Ay pu”. (D.3)

Substituting Equations (3.43)—(3.45) for p,u and p yields

r51+52{z4 [i)(pAuA) -+ {(251 + 52)% (pa* +p) + (8@&2) * 8]3) }]

or or
+i (Atﬁ AP ;3@) } —0. (D.4)

Next, dropping the factor of 91192 substituting for the partial derivatives of functions of the form
f(€) and multiplying though by a factor of ¢ gives

~n Hi? 4
y _53((%“) v 7«61; {(251 +02) (pi* + ) + (1= 61)¢ (8%)2 L gg) H

+ (Attﬁ + Attt ;sa) —0. (D.5)
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This equation can be re-expressed in the form

¢ e A ap AN B
A9 + L { g 4 20+ 8)p + (1 )08 + (1= PG | + i fmass) =0, (D0

where {mass} is given by Equation (3.48). Finally, dropping the factor A gives Equation (3.49).
D.3. Energy. In the final reduction, the energy equation of System (2.1) is expanded to get

dp dp dp d(pu) dp dp)| | 9pu)
68t+p{p8t+ pat}+€a7'+pu epg‘i‘epg +

+1{mm%+a@ﬁq

A

2 2

2 3
5 o + Ay [pe—klm%-p] + A, [pue +pu+pu] =0. (D.7)

Again, substituting Equations (3.43)—(3.45) for p,u and p

r‘SQ{A eap—i—r‘sz’ﬁ{epr%gt + pap}+r { (01 4 d2)— pu—&—eagm)

ot ot

,
1 . 0p g2 . Op
201402 [ = 2
+pu(er (r(251+52)p+8r>+6pr <rp+8r>>

1 alpi
+ 20 ((351 + 52)}512 + (pu))
T or

1 5 0(p0%) | o5 (1 3 O(pu?)
+ 2<7’ ot +r 70(3(51—|—(32)pu + or

~n2 ~n3
pe + 2 (p; —i—ﬁ) 1 piie + r3% {ﬁﬁ + 'O;}] } =0. (D.8)

Dropping the 7% factor, substituting Equations (3.46) and (3.47) for the partial derivatives and
multiplying through by ¢

+At + A'r

e r52ﬁ{epr251§ +ept 5} :{e(él T b2)pi + e(1 - 51)58g3§)

A
23 9¢

A~

+ pi (e 7“261—1—52 ((251 + 52)23 + (1 — 51)522) + epr <52p + (1 — 51)522))

+ 2 ((351 T a)pi+ (1— 51)58(13@))

9
ri e (pi’) 2 o(pi?)
5 ((351 + 02)pu” 4 (1 = 01)€ € -5 ¢ €
pi? 35 pii®
+ At {f)e + 720 <2 + ﬁ)] + At |0 ptie + 1301 pi + S (= 0. (D.9)

This equation can be re—expressed in the form

< 2Ly e) {mass} + 21 A4 {momentum} + {energy} . (D.10)

- =

=0
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where {mass}, {momentum} and {energy} are given by Equations (3.48)—(3.50) respectively.
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